Chapter 2: Literature Review

Review of existing literature on deep learning in anomaly detection and video surveillance

**Road Accident**

Chen et al. [1] propose an RHD solution based on CVIS for intelligent transportation systems. Road hazards (RH) pose significant threats to safety and economies. Using meta-learning, they generalize critical features from RH data and design a lightweight RHD model for efficient inference on onboard computing devices (OCD). Experimental results show 90.2% accuracy in detecting RH, with an inference time of 14.7ms.

Thakare et al. [2] introduce a process where, following accident localization, post-processing is conducted to ascertain the context and severity of the incident. To streamline the formation of temporal relations, real-time object detection and their positions are emphasized. Their study presents a method for object interaction-based localization and description of road accident events using deep learning.

Kukade Jyoti, Swapnil Soner, and Sagar Pandya et al. [3] implemented various CNN architectures by combining VGG16 with ConvoLSTM and LSTM for violence detection in real-time video feeds, achieving an impressive 99% accuracy. The preprocessing steps involve transforming the video into a time sequence of images displayed in YUV format, subsampling the images, and grouping them into batches. Additionally, data augmentation is applied to enhance the size and quality of the photos.

Al-Dahash et al. [4] provide an in-depth analysis of recent advancements in vehicle collision identification and alert systems. They discuss various techniques, including sensor-based and vision-based methods, highlighting their benefits in reducing accident rates and enhancing driving safety. Despite notable progress, challenges such as accuracy, reliability, and cost-effectiveness remain unresolved.

Chen et al. [5] propose a real-time automobile collision detection system leveraging deep learning. Their approach involves training a deep neural network using data from multiple sensors, such as accelerometers, gyroscopes, and webcams. Through extensive testing with real collision incidents, they demonstrate the system's high accuracy and rapid response times, suggesting promising prospects for enhancing collision detection systems.

The European Union's (EU) Road Accident Policy Concept 2021-2030 (EU, 2020) provides an in-depth description of the EU's strategy for enhancing roadway safety during the ensuing 10 years. The strategy includes several difficult objectives, such as a 50% decrease in deaths and serious harm on EU highways by 2030. The Framework underlines the importance of using technology in achieving these objectives, such as collision detection and warning systems. The EU's approach is based on the Safe System Approach, which acknowledges that accidents are inevitable but aims to minimize their effects by improving road safety for vehicles, pedestrians, and cyclists [6]. The causes and effects of fatal collisions in the United States are thoroughly examined in the National Highway Traffic Safety Administration's (NHTSA) report on fatal motor vehicle crashes (NHTSA, 2019). The paper emphasizes the significance of lowering fatal collision rates through enhanced traffic safety measures, including the application of technology. According to the analysis, human error is a major factor in many fatal incidents, but technology may help by offering early warning systems and automated emergency braking [7]. An intelligent road vision warning system based on binocular vision was created by the authors of [21] and may be used with driverless cars to assist reduce traffic accidents.

Wang et al. [8] introduce an intelligent accident detection and warning system for urban traffic safety. Their method integrates sensors with machine learning algorithms for real-time accident detection and classification. Designed to integrate seamlessly with existing traffic management systems, the system is adaptable to various environments. Evaluation with real-world data from a major Chinese city confirms the system's high accuracy and quick response capabilities.

Zhang et al. [9] propose an intelligent vehicle collision detection system, integrating sensors with fuzzy logic for collision detection and classification. Their approach, designed for various vehicles, prioritizes affordability and ease of deployment. Evaluation with simulated collision scenarios shows high accuracy and minimal false alarms.

Loke et al. [10] utilize video processing to detect accidents from car-mounted cameras. Analyzing video frames, they identify accident-related motion patterns and trigger alerts. Their system achieves a notable 95% accuracy in accident detection, applicable to both road and vehicle cameras.

Tawari, A., Choudhury, P., et al. [11] devised a smartphone-based accident detection system utilizing data from the phone's accelerometer. This system could detect abrupt changes in motion, signaling a potential accident. Additionally, it included GPS-based position monitoring to aid emergency responders in locating the accident scene. Their work resulted in the creation of an accident detection system leveraging smartphone accelerometer data, which analyzed velocity and directional changes to detect accidents, achieving an impressive 94% accuracy rate.

Alavi, S.A.A., Ahmadi, H., Farhadi, H., et al. [12] employed machine learning algorithms to devise a crash detection system. This system, which integrated data from CCTV cameras and sensors, achieved an impressive accuracy rate of 97%.

Khan et al. [13] analyzed dashcam data using image processing to identify accidents based on motion patterns. Their system achieved 91% accuracy by integrating optical motion and edge identification algorithms, primarily analyzing dashcam images.

Li et al. [14] employed sensors like motion detectors and gyroscopes for real-time collision detection. Their system, utilizing machine learning to analyze sensor data, achieved 90% accuracy by identifying movement patterns indicative of accidents and triggering an alert mechanism.

Gupta et al. [15] proposed a real-time autonomous accident detection system using computational intelligence techniques to analyze CCTV footage. Road accidents persist as a significant and deadly issue, exacerbated by factors like speeding and distracted driving. Early accident detection offers the potential to save lives and improve overall road safety.

Thakare Kamalakar Vijay [16] presented a system where they grouped videos based on similarity. They proposed a new dataset MP-RAD, designed on a gaming platform. The 2 branch DCNN model is used for feature extraction, these extracted spatiotemporal features are then fused with rank rank-based pooling strategy which is classified later with fully interconnected layers. They annotated each frame with spatial or temporal tags. The AUC of 77.25% was achieved.

Djenouri et al. [17] employ image processing to remove noise by detecting vehicles and outliers. They propose a hybrid RESNET and regional convolutional neural network framework for accident identification, achieving superior classification accuracy. The authors optimize learning hyperparameters using evolutionary computing techniques, including genetic algorithm-based methods like crossover mutation, enhancing system efficiency.

Fang et al. [18] propose a method for traffic accident detection using self-supervised consistency learning in driving scenarios. This approach integrates appearance, motion, and context consistency learning into a self-supervised architecture. Dashboard cameras assist in establishing spatial frame relationships, while Convolutional LSTM and gated RNN classify item position and spatial-temporal consistency, achieving 67.8% accuracy for the A3D and DADA datasets.

YOLO v3, MIF model, and UFIR filter are used to create accident culpability reports in addition to identifying the speed and collision angle of wrecked cars and trajectories [19]. [20] combines a multilayer neural network and spatiotemporal feature encoding to identify accidents in a VANET environment with the aid of car-mounted cameras.
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**Fight Detection**

Kaur and Singh et al. [23] address the urgent need for intelligent surveillance systems to detect violence in public environments. They review common frameworks and deep learning techniques, particularly CNNs and LSTMs, for violence detection. Additionally, they discuss popular datasets and challenges in this domain, providing valuable insights for future research.

Yao and Hu et al. [24] present a comprehensive survey of violent behavior detection (VioBD) in intelligent video surveillance systems. They outline the fundamental principles and challenges of VioBD and categorize existing approaches into traditional, end-to-end deep learning, and hybrid deep learning frameworks. Additionally, they discuss public datasets used for evaluating VioBD methods and highlight open research problems and future trends in this field.

Mohtavipour et al. [25] propose a deep violence detection framework for video surveillance. Their approach utilizes handcrafted features fed into a convolutional neural network (CNN) across spatial, temporal, and spatiotemporal streams. Trained on diverse datasets, their CNN outperforms existing methods in accuracy and processing time.

Ullah et al. [26] offer a comprehensive review on vision-based violence detection (VD) in surveillance videos, addressing the need for automatic VD systems in crowded environments. They cover machine learning strategies, NN-based pattern analysis, dataset challenges, evaluation metrics, and future research directions in the VD literature.

Mumtaz et al. [27] review violence detection (VD) techniques in smart city surveillance, tracing the shift from manual feature engineering to deep learning-based models. They discuss localization strategies for detected violence, compare image processing and machine learning approaches with complex models, and analyze datasets to outline strengths, weaknesses, and future directions in VD.

Pang et al. [28] tackle violence detection in videos by merging visual and audio data. Their neural network includes an attention module for weighted feature generation, a fusion module for integration, and a mutual learning module. Results on the XD-Violence dataset showcase their method's superiority over existing approaches.

Omarov et al. [29] underscore the necessity of assessing violence detection model performance using multiple metrics like precision, recall, F1-score, AUC-ROC, false alarm, and missing alarm. They elaborate on each metric's significance in evaluating violence detection model effectiveness.

Irfanullah et al. [30] propose real-time violence detection in surveillance videos using CNNs. Overcoming challenges such as defining violent objects and scarcity of labeled datasets, their MobileNet model surpasses AlexNet, VGG-16, and GoogleNet in accuracy (96.66%) and loss (0.1329%). It also exhibits faster computation, proving effective in violence detection on the hockey fight dataset.

Bianculli et al. [31] address the need for automated violence detection in videos to alleviate the workload of security personnel. They introduce a dataset comprising 350 high-resolution MP4 video clips, labeled as non-violent or violent. The non-violent category intentionally includes actions prone to causing false positives. Clips feature performances by non-professional actors, varying from 2 to 4 actors per clip.

Peixoto et al. [32] propose a framework for violence detection in videos, evaluating it on the Hockey Fight and Movies datasets. They compare results with various baselines and conduct a user study to gauge human annotators' perception of violence levels. Different dCNNs are trained to detect distinct violence aspects, later combined using a tailored network for general violence classification.

Harvey et al. [33] explore five methods for video classification on UCF101, including frame-based ConvNet classification, a time-distributed ConvNet with RNN, 3D convolutional networks, and ConvNet feature extraction with separate RNN or MLP. Constraints include eliminating optical flow, subsampling to 40 frames, minimal preprocessing, and fitting models within 12 GiB GPU memory.

Bermejo et al. [34] employ STIP and MoSIFT video descriptors along with the bag-of-words framework to classify video sequences as fight or non-fight. They introduce a new dataset of hockey video clips and achieve nearly 90% accuracy on fight detection. The paper highlights MoSIFT's superior performance over STIP on action movie clips.

Peixoto et al. [35] introduce a violence detection method by dissecting it into sub-concepts like fights, explosions, blood, and gunshots. Utilizing custom CNNs, they analyze each sub-concept's traits and guide their representation. Through a decision neural network combining visual and auditory feature detectors, they craft a versatile violence detector adaptable to diverse cultural contexts and user preferences, bolstering its robustness and usability.

Vijeikis et al. [36] propose an efficient violence detection architecture for surveillance cameras, comprising a spatial feature extractor using a U-Net-like network, LSTM-based temporal feature extractor, and a dense layer classifier. Despite its computational lightness, the model achieves good results, with an average accuracy of 0.82 ± 2% and precision of 0.81 ± 3%.

Garcia-Cobo and SanMiguel et al. [37] introduce a violence detection method in surveillance videos leveraging human skeletons and change detection. They evaluate the model on three datasets, demonstrating competitive performance with accuracies of 90.25%, 88.00%, and 62.00%, respectively. The proposed model exhibits robustness and generalizability across various datasets, promising for surveillance applications.

Soliman et al. [38] introduce a deep neural network for video violence recognition, using pre-trained VGG-16 for spatial features and LSTM for temporal features. Their model achieves near state-of-the-art accuracy and introduces the Real-Life Violence Situations dataset. Fine-tuning on this dataset yields 88.2% accuracy.
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